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Concepts

Objective

- Given a set of objects with some attributes (measured

properties) ...
...group the objects into groups = “clusters” ...

...such that members of each cluster are “similar” and the
clusters are “disssimilar”

- Two types:

- Centroid-based: one set of k classes
- Hierarchical: increasingly-general groupings, can form any
number of classes from one hierarchy
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What determines clustering?

Concepts

- “nature” determines the degree to which clusters
can/should be formed
- is there a natural hierarchy or not?
- how many clusters?
- how “confused” are they?
- the analyst tries to find clusters that match this “natural”
clustering
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Concepts

Examples

- Soil profiles: measurements of many properties at several

depths

- People, households, census tracts ... with attributes
- Space-time profiles of micropollutants in stream water [1]
- Metro stations: Time profiles of ridership; points of

interest near stations
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Questions

Concepts

How do we measure “similarity”?
How do we build groups?

How do we decide how many clusters k to make from n
individuals?

- hierarhical: where to cut the hierarchy

- centroid-based: number to form
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Concepts

Example: soil profiles

- 40 soil profiles from Shanghai City

24 properties measured as averages or single values
within surveyor-determined “genetic horizons” (layers)

- Genetic horizons not at fixed depths

- need some way to harmonize these: by horizon type? by
depth slice?

- Aim: cluster these “soil series” into functional groups,

e.g., for management recommendations
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Property: bulk density by depth

Concepts

DryBD
=09 =1 11512 “13= 14215 u 16m 17

= Ocm

a2 20 om

— socm

— t1o0em
c

— 1mem

— 1aoem




Clustering

Concepts

Property: free Fe by depth
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Property: sand proportion (log
e ratio) by depth
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Example: spatio-temporal
micropollutants

Concepts

source: [1], Figure 1. 17 sites, 19 sampling times
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Top-down vs. bottom-up

Top-down vs.
bottom-up

Top-down (“divisive”) split the entire set into two groups,
then these groups into two ...

Bottom-up (“agglomerative”) group two individuals into a
group, then build larger groups

- clusters at each level of the hierarchy are
created by merging clusters at the next lower
level.

- several “linkage” methods to merge
lower-level clusters
must specify a measure of pairwise
dissimilarities among any two observations
must specify a measure of group
dissimilarity between (disjoint) groups of
observations,
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Pairwise dissimilarity

Top-down vs.
bottom-up

- “Distance” in multivariate attribute space
- Euclidian

- Mahalanobis (takes into account variance/covariance of
attributes)

- Generally standardize all attributes to mean 0, standard
deviation 1, to give equal weight

But can use centred original values or some other
weighting method
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Top-down vs.
bottom-up

Linkage methods

Aim: find two groups to merge, considering all groups aleady
formed.

Note that “groups” here include single observations

single linkage “nearest neighbour”: most similar individuals
within the two groups

complete linkage “furthest neighbour”: most dissimilar pair of
individuals within the two groups

group average linkeage average dissimilarity between all

observations in one group with all observations
in the other
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Dendrogram - complete linkage

Top-down vs.
bottom-up

Cluster Dendrogram
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Vertical scale is the dissimilarity measure
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Top-down vs.
bottom-up

Results of different linkage
strategies

Average Linkage Complete Linkage Single Linkage

.
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source: [3]



Clustering

Spatio-temporal hierarchical
clusters

Top-down vs.

bottom-up

source: [1], Figure 2

core micropollutants

sewage treatment plant source
diffuse
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Forming groups

Forming
groups

- Can decide how many groups, and cut the dendrogram at
the level to produce that number

- Or, can decide how disimilar groups must be, and cut the
dendrogram at that level




Forming different numbers of
groups from one dendrogram
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source: [3]
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k-means

Clustering by
k-means

- Another approach if the number of clusters is known in
advance: k-means

- Finds the approximate “centres” of the clusters in
multivariate space

Hastie et al. [2] Chapter 13 “Unsupervised Classification”
- James et al. [3] a simplified explanation
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Optimum
number of
clusters

“Optimum” number of clusters

internal based on the between- and within-cluster
variances

How well can clustering partition the dataset?

- When does too many clusters result in
partitioning “noise”, not structure?

external based on the match of proposed clusters with
some external classification

How well does numerical clustering match
predefined clusters?

- e.g., predefined soil classes
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R package NbClust; 30 indices

e.g. “silhouette” index: %Zf’zl S(i), e [-1,1] where:
Optimum ) S([) _ b(i)—a(i)

number of

Pl maxiatbay; Where:

a(i) = %d,j: the average dissimilarity of the ith object
to all other objects of cluster C,
b(i) = min Zjecs 4y, the average dissimilarity of the ith
str —p : ge dissimilarity of the i
object to all objects of cluster Cs
i is a single object, of n total, that has been clustered into
cluster G,
- jis a single object, of n total, that has been clustered into
class Cs
djj is the distance in attribute space between two objects

Choose the maximum value of the index.
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Optimum

number of
clusters

External optimization

- R package fpc “flexible procedures for clustering”
- adjusted Rand index (ARI)

- range from -1 = random assignment to +1 = perfect

agreement

50 -[E@sEIE
(=) + 2 @)z - [5(3) 5(3)] 1)
where nj; is the number of observations in cluster i and

class j, n;j is the total observations in cluster i and n; is the
total observation in class j.

ARI =
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Example: k-means clustering

Optimum
number of
clusters

Elevation

150-

100-

Hunter Valley (NSW) landscape clustered by covariates related

to soil geography. Colours are clusters.
Example of over-clustering - overlap in feature space
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Hierarchical clustering of spectra
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Spectral clusters

source: [4]

2-8 clusters, depending on where the dendrogram is cut -
which is “optimum’?
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Optimum
number of
clusters

Internal optimization indices

Dumn index.
o1 03 05 o7

verage sihouetts width
04 06
19
Froy ind
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Dunn Silhouette Frey

2 to 4 clusters are “optimal” by these internal measures
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External optimization

Optimum B J G N A I H M
number of 1 0 0 9 7 0 0 0 7
CLECE 2 32 11199 84 O 3 61 252
3 0 27 0 19 5 0 2 79
4 0 0 22 10 0 0 9 O

Cross-classification, e.g., 4 spectral clusters vs. 8 soil orders

Adjusted Rand Index: 0.002; 0.047; 0.069; 0.068;
0.063; 0.092; 0.091
for 2 - 8 spectral classes
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